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Abstract: This article presents the integration to constrained dynamic economic dispatch (DED) with wind energy power (WEP) 

problems using the modified particle swarm optimization (MPSO) technique. As Wind power Plant increases in power systems, its 

effects to conventional units should be analyzed. Also the total cost is dependent on wind speed in specific period of time. The 

proposed methodology easily takes care of different constraints like transmission losses, ramp rate limits and prohibited 

operating zones and also uses for non-smooth cost functions. To illustrate its efficiency and effectiveness, the developed MPSO 

approach is tested with different number of generating units and comparisons are performed with other approaches under 

consideration.  
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1. INTRODUCTION 

The dynamic economic dispatch (DED) is an extension of the economic dispatch problem used to determine the 

schedule of real-time control of power system operation so as to meet the load demand at the minimum operating cost 

under various operational constraints.  

    Sustainable energy resources, especially wind power, are currently increasing in power systems. Advantages of this 

resource can be summarized as follows: i. Reducing dependence on fossil resources. ii. Reducing greenhouse gases 

emission. iii. Reducing the energy production cost. Therefore, it’s important to consider wind power plants in 

Economic Dispatch (ED) problems. Because of stochastic availability of wind power, the incorporating wind power 

plant to the ED problems is difficult. This problem can be solved by several investigations have looked at the 

prediction of wind speed for use in determining the available wind power. 

    In this paper, the known Weibull Probability Distribution Function (PDF) that its parameters are estimated by the 

maximum likelihood method is used as the basic numerical solution of the ED model. Because of the uncertainty of 

the wind energy, factors for overestimation and underestimation of available wind energy must be included in the cost 

function of wind power plant. Most of the literature addresses DED problem with convex cost function [1-2]. 

However, in reality, large steam turbines have steam admission valves, which contribute non convexity in the fuel 

cost function of the generating units [3]. Accurate modeling of the DED problem will be improved when the valve 

point loadings in the generating units are taken into account. Previous efforts on solving DED problem have employed 

various mathematical programming methods and optimization techniques. Conventional method like Lagrangian 

relaxation [1], gradient projection method [2] and dynamic programming etc, when used to solve DED problem suffer 

from myopia for non-linear, discontinuous search space, leading them to a less desirable performance and these 

methods often use approximations to limit complexity. 

   Recently, stochastic optimization techniques such as Genetic algorithm (GA) [4-5], evolutionary programming (EP) 

[6-7], simulated annealing (SA) [8-9] and particle swarm optimization (PSO) [10-12] have been given much attention 

by many researches due to their ability to seek for the near global optimal solution. 

 

This paper presents a novel optimization method based on modified particle swarm optimization (MPSO) 

algorithm applied to dynamic economic dispatch with Wind Energy Power while considering some nonlinear 

characteristics of a generator such as ramp rate limits, generators constraints, power loss and non-smooth cost 

function. The proposed methodology emerges as a robust optimization technique for solving the DED with WEP 

problem for different size power system. 
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2. Mathematical Model for Integration Of DED With Wind Energy Power: 
The objective of the DED is to schedule the outputs economically over a certain period of time under various system 

and operational constraints. The conventional DED problem minimizes the following incremental cost function 

associated to dispatchable units. 
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Where F is the total operating cost over the whole dispatch period, T is the no. of intervals in the scheduled horizon, N 

is the no. of generating units and   itit PF   is the fuel cost in terms of its real power output itP  at time‘t’. Taking into 

valve-point effects, the fuel cost of the  
thi  thermal generating unit is expressed as the sum of a quadratic and a 

sinusoidal function in the following form is given by  
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Where   iii cba ,,  are cost coefficients and  ii fe ,  are constants from the valve point effect of the   
thi  generating 

unit. 
 

2.1. ED Problem Incorporating Wind Farm Power Plant: 

         Due to lack of using fuel to generate energy, the cost function of the wind power plant must be described in 

another model. Also, because of the uncertain nature of wind and output of the wind power plant, the factors must be 

considered for underestimation and overestimation of the available wind energy in this model. Thereby, the cost 

function of wind power plant can be calculated as: 
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wiC : operating cost of ith   wind power 

piC : Imbalance cost of ith   wind power due to over generation 

aciW , : Actual wind power from ith   wind farm 

riW : rated output of ith   wind power 

:iW Scheduled output of ith   wind power 

The three cost term can be represented as: 

        iiwi WdC   
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 id : cost coefficient of ith   wind farm 

piK : Penalty cost coefficient for over generation of ith   wind farm 

 Wf w : Probability Density Function (PDF) of wind power output 

The PDF of wind energy power output is represented as: 
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k  and c are weibull PDF parameters;   and l  are intermediate variable; 0,, vvv ir  are rated value, cut in and cut out 

wind speed.  

The overall cost operation for thermal energy and wind energy of power system is calculated as: 
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Subject to the following equality and inequality constraints of thermal power plant 

 

a. Real power balance   
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Where t = 1, 2 …T, is the total power demand at time   t and   LtP  is the transmission power loss at   
thi  interval in  

MW. 

b. Real power operating limits  
 

                  maxmin titt PPP                                                                                                                        (8)                                                                                                      

Where  mintP  and  maxtP  are respectively the minimum and maximum real power output of   
thi  generator in MW. 

 

c. Generating unit ramp rate limits 
 

            
  NiURtPP iiit ,....,3,2,1,1                                                                                                     (9)                                                                                                                                                                             
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Where  iUR  and   iDR  are the ramp-up and ramp- down limits of   
thi  unit in MW. So the constraint given by Eq. (5) 

is modified as follows:                                                                                                   

                itiiitii URPPDRPP   1max1min ,min,max                                                                                 (11)     

 

3. Overview Particle Swarm Optimization (PSO):  

     The idea of Particle Swarm Optimization (PSO) was adopted by Kennedy et al. in 1995 as an optimization 

technique being inspired by swarm intelligence bird flocking, fish schooling and human social behavior. Soon PSO 

became a novel optimization tool having a population based search procedure in which individuals (called particles) 

fly in an m-dimensional search space in which each dimension corresponds to a parameter of the function being 

optimized. These particles change their positions with time in the search space and each represents a candidate 

solution to the optimization problem.  

 During flight, each particle adjusts its position according to its own experience and the experience of neighboring 

particles through constructive cooperation. The position mechanism of the particle in the search space is updated by 

adding the velocity to its position. The basic principle of PSO is that it initializes a population of particles with the 

randomness of both positions and velocities. There are three main components that affect the changing of velocity. 

They are inertia, cognitive and social components. The inertia component represents the particle’s behavior for 

moving in the previous direction while the cognitive component represents the memory of the particle for attracting to 

its previous best position (pbest). The social component represents the memory of the particle for attracting its 

previous best position among the group (gbest) . Correspondingly, each particle can be adjusted or updated to its new 

position according to its modified velocity. The updated velocity and position of each particle is expressed as [8]: 
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The constriction factor (k) is expressed as follows: 
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The inertia weight factor (ω) is given by the following expression: 
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ωmin: minimum inertia weight factor 

ωmax: maximum inertia weight factor 

iter: current number of iterations 

itermax: maximum number of iterations (generations) 
t

id
v : Velocity of 

thi particle at iteration t in d-dimensional space 

t

id
x : Current position of 

thi particle at iteration t in d-dimensional space 

t: No. of iterations 

c1, c2: Acceleration constants  

 

2.1. Modified PSO algorithm for proposed approach:  

1. Initialize the system data and parameters of the MPSO algorithm e.g.  Population size (pop), 

initial/final inertia weight ),,( minmax  constriction constant (k), acceleration constants 1(c and )2c , 

initialize positions )( ijx and velocities )( ijv of each particle. 

2. Update the velocity and the position for each particle using Eq. (12) and (13).  

3. Mutating some selected particle using Gaussian mutation operator 

4. Modify the particle using constriction factor operator. 

5. Update pbest and gbest by calculating and comparing the fitness value with previous values. 

6. If the termination criteria are satisfied, then stop. Otherwise go to Step 2. 

3. Simulation and Result: In order to demonstrate the performance of the proposed MPSO algorithm, a five-unit 

test system with nonsmooth fuel cost function for both thermal and wind energy is used. The demand of the system 

has been divided into 24 intervals. Unit data has been adopted from [7]. Simulations have been carried out on a P-IV, 

80 GB, 3.0 GHz personal computers and coding is written using MATLAB. The result obtained in proposed algorithm 

is shown in Table 1. For PSO the control parameters are Population size (Np) = 50, c1 = c2 =2, Wmax = 0.9,Wmin = 0.7 

and No. of iteration (Nmax ) =400. To validate the proposed MPSO based approach, the same five-unit test system is 

solved by the author using EP. In case of EP, the control parameters are scaling factor (β) =0.04, Np =50, Nmax = 400, 

The result obtained from EP is shown in Table 2 and Table 3 shows the comparison between other methods. 
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Table 1: Optimal Generation Dispatch of Five Units           Table 2: Optimal Generation Dispatch of Five Unit  

                       Test System Using MPSO                                                         Test System Using EP 

 

    

 

 

     Table 3:  Comparison results of fuel cost for five-unit systems 
      

Different 

Methods 
Minimum Value Mean Value Maximum Value 

Computational 

Time 

SA [7] 47356.0000 - - 5 min 51.98 sec 

EP [13] 44385.4300 44758.8363 45553.7707 4 min 

Proposed MPSO 43360.0000 44637.5683 44723.2430 3 min 42 sec 

 

4. Conclusion: This paper has presented a novel approach based on MPSO for solving the overall cost of thermal as 

well as wind energy power dispatch, while satisfying some operational constraints. The paper also advocates the 

application of MPSO algorithm to five unit test system DED for Thermal - Wind Energy problem considering effect 

of wind power. The efficiency of the proposed algorithm is confirmed by comparing the results with the most recently 

reported literatures. The method is easy to apply and the convergence rate is relatively fast. Also the computational 

complexities are very less as number of tuning parameters is very less compared to other methods. From the 

simulation results it can be concluded that proposed method is a competitive tool to solve the non-smooth nature of 

generation scheduling problem in power system with nonlinear wind speed model. 
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